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Abstract

We provide general theoretical foundations for modeling strategic un-
certainty in large distributional Bayesian games with general type spaces,
using a version of interim correlated rationalizability. We then focus on
the case in which payoff functions are supermodular in actions, as is com-
mon in the literature on global games. This structure allows us to identify
extremal interim correlated rationalizable solutions with extremal interim
Bayes—Nash equilibria. Notably, no order structure on types is assumed.
We illustrate our framework and results using the large versions of the
electronic mail game and a global game.

1 Introduction

Much of economic uncertainty is strategic uncertainty—uncertainty about what
agents are going to do. However, much of applied economic modeling relies on
equilibrium notions that are ill-suited to the study of strategic uncertainty. In
equilibrium, every agent reacts optimally to what other agents are doing, which
usually requires knowing what those other agents are doing. To circumvent this
limitation imposed by equilibrium concepts, many researchers have introduced
incomplete information into game-theoretic models. Under incomplete infor-
mation, although every agent knows how every other agent would react to each
possible piece of information, not knowing the actual information makes them
uncertain about how others are going to act.

The program of studying strategic uncertainty by introducing incomplete in-
formation into the model and then studying the resulting equilibria was partic-
ularly successful in the literature on global games, starting with the pioneering

*We would like to thank Rabah Amir, Pierpaolo Battigalli, Martin Kaae Jensen, M. Ali
Khan, Marcin Peski and Xavier Vives for helpful discussions during the writing of this paper.

TUniversty of Zielona Géra, Poland.

tENS Paris-Saclay, France.

$ Arizona State University, USA.

1SGH Warsaw School of Economics, Poland.



work of Carlsson and van Damme (1993). Global games are a specific way to
model incomplete information by introducing a small amount of uncertainty
into the payoffs of a complete information game with strategic complementar-
ities. In particular, nature draws a state from a common prior, and agents
receive a private signal given by a commonly known signal technology. This
perturbation, while typically small, can drastically change the behavior of play-
ers and lead to a unique equilibrium, unlike the often multiple equilibria seen
in complete information games. Though the literature on global games started
with two-player games, models with a continuum of players proved to be par-
ticularly useful for economic application; see for example the early survey of
Morris and Shin (2003). Much of this literature has been quite open about
the fact that the common prior and the prior signals serve mostly as a round-
about way to introduce strategic uncertainty and break common certainty of
economic behavior. Moreover, though the global games literature superficially
studies mostly Bayes-Nash equilibria of games of incomplete information, many
of the arguments in the background work by iteratively eliminating dominated
strategies, as is done, for example, by Atkeson (2000). What drives the results
in the global games literature seems to be a form of rationalizability. Morris
and Shin (2003) go so far as to write that “[t|he natural way to understand
the ‘trick’ to global games analysis is to go back and understand what is going
on in terms of higher-order beliefs.” But higher-order beliefs derived from a
common prior have a very special structure, and this structure clouds the role
higher-order beliefs play. Morris, Shin, and Yildiz (2016) finally managed to
analyze global games directly in terms of higher order beliefs, but their anal-
ysis is restricted to games with finitely many players.!
themselves to studying games with finitely many players not because the logic
of their argument breaks down otherwise but because they have no appropriate
model of higher-order beliefs with a continuum of agents. This paper supplies
the needed tools.

The authors restrict

We first show that one can meaningfully formulate large Bayesian games in an
interim way based on type spaces. We formulate large games in distributional
form, following Mas-Colell (1984); they are not given in terms of an underlying
set of players but are specified by a population distribution of characteristics.
We then show that one can meaningfully study rationalizability in this setting.
To do so, we adapt the notion of interim correlated rationalizability due to
Dekel, Fudenberg, and Morris (2007). Interim correlated rationalizability is
the solution concept corresponding to fixing a hierarchy of beliefs regarding
the underlying state of nature, extending this hierarchy of beliefs to beliefs
over action profiles, and imposing the requirement that everyone is rational
and that everyone is commonly believed to be rational.? We closely follow the

!Mathevet (2014) provides bounds on the set of rationalizable solutions in supermodular
games with finitely many players but requires type spaces to have canonical orders.
2An explicit epistemic characterization along these lines is given by Battigalli, Di Tillio,



formulation of Weinstein and Yildiz (2017) who also allow for a continuum of
actions and states of nature, but restrict themselves to working with finitely
many players. Our first major result, Theorem 1, shows the equivalence between
two formulations of interim correlated rationalizability. Our official definition
is based on iterative elimination of actions that are not best replies to any belief
consistent with nobody playing actions that have been previously eliminated.
The second formulation then characterizes interim correlated rationalizability
as the most permissive self-enforcing (set-valued) theory of rational behavior.

Most games studied in the literature on global games exhibit strategic comple-
mentarities. Such games have very nice properties. There exists a largest and
a smallest equilibrium, and all rationalizable solutions are sandwiched in be-
tween; see Milgrom and Roberts (1990). We show that a similar result holds for
our large interim Bayesian games when we introduce strategic complementari-
ties; this is our Theorem 2. As a byproduct, we obtain the first existence result
for Bayes-Nash equilibria in large games with a continuum of agents and states
of nature. An important question in the global games literature is equilibrium
uniqueness. Indeed, the fundamental result of Carlsson and van Damme (1993)
shows that under certain conditions, there is a unique equilibrium in the limit
as uncertainty vanishes. It follows from our result that there exists a unique
interim Bayes-Nash equilibrium if and only if there exists a unique interim cor-
related rationalizable action for each player and each of their beliefs if and only
if the largest and the smallest interim Bayes-Nash equilibrium coincide. We
also provide sufficient epistemic conditions for equilibrium uniqueness.

Throughout, the type spaces that we use to model higher-order uncertainty
about the state of nature are assumed to be compact metrizable. We show
that this is essentially without loss of generality when the underlying states of
nature form a compact metrizable space. In that case, we show (in Appendix 3)
there exists a canonical type space inducing all (suitably coherent) hierarchies
of beliefs. This result is of independent interest and opens the door to epistemic
analyses of large games.

To illustrate the practicality of our approach, we provide two examples. First,
we give a large game version of the coordinated attack problem and show how
phenomena familiar from the electronic mail game of Rubinstein (1989) can
occur. The application shows how one can embed the usual equilibrium frame-
work with private information coming from a common prior in our framework.
Second, we show that the epistemic condition given by Morris, Shin, and Yildiz
(2016) for uniqueness in finite global games in terms of p-common certainty of
uniform rank beliefs still works in large global games. In particular, our frame-
work provides exactly the language to make the arguments work in large games.

Grillo, and Penta (2011). A different, more restrictive, notion of rationalizability for games
of incomplete information has been proposed by Ely and Peski (2006). Their solution con-
cept requires a conditional independence condition that is less natural in our distributional
framework, in which the correlation of beliefs between players cannot be formalized.



We want to point out how our work relates to some literature we have not
mentioned so far. Rationalizability in large games of complete information
has been studied by Jara-Moroni (2012), Yu (2014), and Greinecker (2017) in
individualistic models with an explicit set of players. Much of the work in
these papers is dedicated to establishing topological closure properties that are
automatic in our distributional framework.

As mentioned above, rationalizable outcomes in supermodular games are sand-
wiched between extremal Bayes-Nash equilibria. We rely on methods that have
been used to prove the existence of Bayes-Nash equilibria in supermodular
games. In particular, we draw on the work of Van Zandt (2010), who studies
the existence of interim Bayes-Nash equilibria in supermodular games of incom-
plete information with finitely many players, and Balbus, Dziewulski, Reffett,
and Wozny (2015), who study existence in a distributional model that is similar
to ours but much more restrictive in its modeling of uncertainty.

For applications, our toolkit makes it possible to study the rich applications
of global games without the common prior assumption. Izmalkov and Yildiz
(2010) and Angeletos, Collard, and Dellas (2018) construct specific parametric
global games models without common priors; our tools make it possible to
study higher-order uncertainty in full generality. Our mentioned adaptation
of the uniqueness result of Morris, Shin, and Yildiz (2016) to a continuum of
players shows that this can be done on a practical level.

2 Prelimininaries

If (X, X) is a measurable space, we let A(X) be the space of probability measures
on (X,X) endowed with the o-algebra generated by functions of the form p +—
w(E) with E € X. If X is Polish (separable and completely metrizable) and X its
Borel o-algebra, our o-algebra on A(X) is just the Borel o-algebra induced by
the topology of weak convergence of measures; see Bertsekas and Shreve (1978,
Proposition 7.25). Generally, we endow the (at most) countable product of
Polish spaces with the product topology, which is again Polish, and endow every
Polish space with its Borel o-algebra, and we endow products of measurable
spaces with the product o-algebra. These conventions are consistent. If X
and Y are nonempty Polish spaces and v is a Borel probability measure on
X, we write A, (X x Y) for the space of Borel probability measures on X x Y
with X-marginal v. If Y is compact, then A, (X x Y) is compact too (in the
topology of weak convergence). The proof is a simple application of Prohorov’s
“tightness’-characterization of relative compactness.



3 Large Bayesian games

Our game theoretical model will specify both the fundamentals, given by player
characteristics, actions, states of nature, and payoffs, and the beliefs and higher
order beliefs of players regarding the state of nature.

The model is a distributional model in which individual players are not explic-
itly specified; only their population distribution is part of the model. Implicitly,
we assume that individual players are insignificant; their behavior does not in-
fluence any aggregates. The distributional approach to large games was first
introduced by Mas-Colell (1984). Each player’s fundamentals are specified by
their characteristics. There is a Polish space C of characteristics whose popu-
lation distribution is given by a Borel probability measure v on C. All actions
are included in a compact metrizable action space A. Not all actions need to
be available to all players. There is an action correspondence A : C — 22
that specifies for a player with characteristic ¢ the set A(c) of actions avail-
able to them. An action profile is an element of A, (C x A) supported on the
graph of A. There is also a compact metrizable space S of states of nature.
To tie everything together, payoffs are encoded in a single payoff function
v:CxAxSxA,(CxA)— R. In everything that follows, we assume that
A is upper hemicontinuous with nonempty and compact values and that v is
continuous in every argument.

Remark 1. One could weaken the continuity assumption by merely assuming
that A is measurable and by requiring v only to be measurable in C. This would
not be more general; there would still exist a Polish topology on C under which
A is upper hemicontinuous (continuous, actually) and for which v would be
continuous. Indeed, one can take under the weaker assumption A : C — 2 to
be a measurable function for the Hausdorff topology on the space of nonempty
compact subsets of A by Aliprantis and Border (2006, Theorem 18.10) and
identify v with a measurable function u: C — C[A x S x Ay(C x A)] given
by u(c)(a,s,u) =v(c,a,s, ) by Aliprantis and Border (2006, Theorem 4.55).
Now by Aliprantis and Border (2006, Theorem 4.59), there exists a finer Polish
topology on C that introduces no new Borel sets such that the two measurable
functions A and u are continuous. Under this finer topology, A is a continuous
correspondence by Aliprantis and Border (2006, Theorem 17.15). It is also easy
to see that v is continuous in all arguments if u is continuous.

To complete the specification of the Bayesian game, we have to specify beliefs
and higher-order beliefs. We do this at the interim stage in terms of type spaces.
For technical convenience, we follow Boge and Eisele (1979) and Mertens and
Zamir (1985) and use spaces of states of the world that have no inherent prod-
uct structure. A type space is a triple (T, 0,T) with T a nonempty compact
metrizable space of states of the world and two continuous functions o: T — S
and T: T — Ay (C x A(T)). The idea is that a state of the world specifies ev-



erything relevant in the model. In particular, it specifies the state of nature
via the function o. It also specifies the joint distribution of characteristics and
beliefs. Since beliefs should be specified on everything relevant, they are speci-
fied for states of the world. Note that T has values in A, (C x A(T)) and not in
A (C x T). From an element of Ay (C X A(T)) we obtain a regular conditional
probability as a function from C to A(A(T)). So for each characteristic, there
is a distribution over beliefs. In particular, beliefs need not be a function of
characteristics; we do not formally include beliefs as part of the characteristics.
Note also that we interpret players as individually insignificant, so we need no
introspection condition for type spaces; no player has explicit beliefs over their
own beliefs.

The assumption that T is compact metrizable (and o continuous) is essentially
without loss of generality. Interim correlated rationalizability, as defined in the
next section, is a monotone solution concept in the sense that having more
hierarchies of beliefs allows for more interim correlated rationalizable solutions.
One can show that a compact metrizable type space exists that includes all
hierarchies of beliefs that satisfy minimal coherency conditions, provided that
S is compact metrizable. Indeed, each state of the world t induces are unique
state of nature o(s). So, a belief about the state of the world induces a first-
order belief about S. A state of nature t also induces a population distribution
T(t) of beliefs about the state of the world and, thus, beliefs about the state
of nature. Since we care about how beliefs and states of nature relate, a belief
about states of the world induces a second-order joint belief about the state
of nature and about the population distribution of first-order beliefs. Since
second-order beliefs include first-order beliefs as their S-marginals, these de-
rived first-order beliefs coincide with the actual first-order beliefs. A similar
consistency condition applies to all higher-order beliefs, too; this is the condi-
tion that hierarchies of beliefs, the whole sequence of all higher-order beliefs,
are coherent. Moreover, the hierarchies of beliefs induced by a type space can
be identified with joint beliefs over the state of nature and coherent hierarchies
of beliefs that, in turn, only consider coherent hierarchies of beliefs. And so
on. We show in Appendix 3 that a canonical type space exists that includes
all hierarchies of beliefs satisfying the restrictions imposed by such coherency
conditions and, therefore, all hierarchies of beliefs occurring in any type space.
If S is compact metrizable, so is the canonical type space.

4 Interim correlated rationalizability

Our first solution concept is interim correlated rationalizability. As we will
see, there are two equivalent ways to define interim correlated rationalizability.
Our official definition is based on iterative elemination of actions that are not
best replies to beliefs that put no mass on any previously eliminated actions.
The important property of interim correlated rationalizability is that otherwise



arbitrary correlation between action choices and states of nature are allowed.
The restrictions on actions are given by a correspondence 8 : C x A(T) — 24,
We can think of 8 as a theory of behavior that specifies for each characteristic
of a player and for each belief of that player what actions they could play.
Provided 8 has a measurable graph, we get a well-defined correspondence Dy :
T— ZAV(CXA(T)XA) by specifying
Dg(t) = {K € Ay (C x A(T) x A) |k is supported on the graph of 8
and has C x A(T)-marginal T(t)}.

We can interpret Dg(t) as the space of all belief-action profiles feasible at the
state of the world t if everyone behaves according to S.

Lemma 1. If 8§ is an upper hemicontinuous correspondence with nonempty
compact values, then so is Dg.

Let ¢ : Ay (C x A(T) x A) — Ay (C x A) be the canonical marginal-function.

ED:T— ZAV(CXA(T)XA) has a measurable graph, we get a well-defined
correspondence 8, : C x A(T) — 22 by specifying

Splc,B) = {a €A ‘ there is some p € A(T x Ay (C x A(T) x A)) with
T-marginal 3 and supported on the graph of D
such that a € argmax ) Jv(c, a,o(t), d(k)) du(t, K)}.

Intuitively, Sp(c, f) is the set of actions a rational player with characteristic ¢
and belief  can play when being certain that everyone behaves according to
D.

Lemma 2. If D is an upper hemicontinuous correspondence with nonempty
compact values, then so is Sp.

We now define recursively two sequences of correspondences (S,,,) with 8., : Cx

A(T) = 22 and (Dy) with Dy : T — 22 (CXAMXA) e 1et So(c, B) = Alc)
for all (c,) and let Dy, = Dg, . Given that D, is defined, we define 8,4
by 8m+1 = 8p,,. It follows from Lemma 1 and Lemma 2 that 8, and Dy,
are upper hemicontinuous correspondence with nonempty compact values. We
let 8 : C x A(T) — 2 be defined by 8(c, ) = N Sm(c, B). It follows readily
that 8 is also an upper hemicontinuous correspondence with nonempty compact
values from Aliprantis and Border (2006, Theorem 17.25). The correspondence
8 represents our solution concept of interim correlated rationalizability. The
action a is interim correlated rationalizable for a player with characteristics
c and belief B if a € 8(c, B).

We now provide an alternative characterization of interim correlated rational-
izability. An upper hemicontinuous nonempty and compact valued correspon-



dence R : C x A(T) — 22 rationalizes itself if R = 8, Intuitively, a theory
of behavior rationalizes itself if everyone who believes that everyone behaves
according to the theory behaves rationally by following the theory.

Theorem 1. § is the largest correspondence that rationalizes itself.

Note that interim correlated rationalizability is a monotone solution concept in
that larger type spaces admit more interim correlated rationalizable solutions.
Consequently, it is without loss of generality to work with the canonical type
space that includes all combinations of a state of nature and a population
distributions of hierarchies of beliefs from any type space. Further compactness
and continuity requirements on types spaces we have imposed are, therefore,
innocent.

5 Strategic complementarities and the interim Bayes-Nash
equilibrium

We now impose more structure on the Bayesian games we study. We let = be a
lattice ordering on A under which the join and meet are continuous operations.
It follows that (A, >) is a complete lattice with a closed graph; see Reny (2011)
for the details. We use = also to denote the stochastic order on A, (C x A) and
other closely related orders derived from it. This abuse of notation should not
lead to confusion. (Background material on stochastic orderings is provided in
Appendix 1).

We make the following additional assumptions:

(i) A(c) is a sublattice of A for each ¢ € C (closed under the original join
and meet operators).

(ii) The function v is supermodular in A, so for each a,a’ € A,c € C, s €S,
and p € Ay (C x A)

v(c7 a\/ a/) S’ u) + V(CJ a’ /\ a/7 S’ u) 2 v(c7 a7 S, u) +V(C) a/J S’ H)

(iii) The function v has increasing differences in A x Ay (C x A), so for each
a > a’, the function

[ g V(C, a,s, }‘L) —V(C, a,: S, H)

is =-nondecreasing.

Note that A, (C x A) need not be a lattice even when A is; see Kamae, Krengel,
and O’Brien (1977, page 901) for an example.

Under the new assumptions, we can show that there exists a largest and a small-
est interim Bayes-Nash equilibrium and that every agent’s interim correlated
rationalizable actions are sandwiched in between.



For a correspondence ¢ with values in A, we let \/ ¢ and A ¢ be the functions
with values in A given by pointwise suprema and infima, respectively.

A strategy profile specifies for each characteristic of an agent and each of their
beliefs the conditional distribution over actions. A symmetric strategy profile
will be a strategy profile in which everyone with the same type and same belief
will choose the same action. So a symmetric strategy profile is a measurable
function ¢ : C x A(T) — A such that ((c, ) € A(c) for all ¢. In the following,
we will always mean symmetric strategy profiles if we talk about a strategy
profile.

If C is a strategy profile, we let ¢* : Ay (C x A(T)) — Ay (C x A(T) x A) be the
induced function given by

¢ (x)(B) =J1B(c,ﬁ,ac,m) dx(c, B)

for each Borel set B C C x A(T) x A.

The strategy profile ( is an (interim) Bayes-Nash equilibrium if for all ¢ € C
and p € A(T), C(c, B) is an element of

argmax g () Jv(c, s,u) dpo(o,dol*oT) .

Theorem 2. The functions \/ 8 and A 8 are both Bayes-Nash equilibria.

We defined Bayes-Nash equilibrium only for symmetric strategy profiles for the
sake of convenience. Weakening the symmetry requirement would not change
the result, but involve additional notational complications. It should be noted
that the proof of Theorem 2 relies on methods from Van Zandt (2010) and
Balbus, Dziewulski, Reffett, and Wozny (2015).

Remark 2. We work with large games in distributional form, but Theorem 2
also implies an existence theorem for large games with an explicit probability
space of individual players. This is due to our equilibria being symmetric.
Each individualistic large game induces a canonical distributional game. Taking
the composition of the function from types to characteristics and a symmetric
equilibrium provides us with a pure strategy equilibrium for the individualistic
game.

6 The canonical type space

Throughout, we have assumed that T is compactly metrizable. Interim corre-
lated rationalizability is a monotone solution concept in the sense that having
more hierarchies of beliefs allows for more interim correlated rationalizable solu-
tions. We now show that a compact metrizable type space exists that includes



all hierarchies of beliefs that satisfy minimal coherency conditions, provided
that S is compact metrizable.

Let (T, 0, T) be a type space. Each state of the world t induces are unique state
of nature o(s). So, a belief about the state of the world induces a first-order
belief about S. A state of the world t also induces a population distribution
T(t) of beliefs about the state of the world and, thus, beliefs about the state
of nature. Since we care about how beliefs and states of nature relate, a belief
about states of the world induces a second-order joint belief about the state
of nature and about the population distribution of first-order beliefs. Since
second-order beliefs include first-order beliefs as their S-marginals, these de-
rived first-order beliefs coincide with the actual first-order beliefs. A similar
consistency condition applies to all higher-order beliefs too; this is the condi-
tion that hierarchies of beliefs, the whole sequence of all higher-order beliefs,
are coherent. Moreover, the hierarchies of beliefs induced by a type space can
be identified with joint beliefs over the state of nature and coherent hierarchies
of beliefs that, in turn, only consider coherent hierarchies of beliefs. And so
on. We show in Appendix 3 that a canonical type space exists that includes
all hierarchies of beliefs satisfying the restrictions imposed by such coherency
conditions and, therefore, all hierarchies of beliefs occurring in any type space.
If S is compact metrizable, so is the canonical type space.

7 Example: Coordinated attack

There is a continuum of players (normalized to 1) that need to coordinate to
attack one of two spots (risky or safe ). There are hence two actions, where
a = 1 denotes a decision to attack the risky and a = 0 the safe spot. There
are two states of nature determining the game that will be played. If s = 0 the
payoffs are as follows:
M1 —-9) if a=0
{ —L(1—9) if a=1,

where O denotes the fraction of players choosing a = 1 and M and L are
parameters that satisfy L > M > 0. If s = 1 the payoffs are as follows:

0 if a=0
MO —L(1—9) if a=1.

For each state, players play a coordination game. Indeed, the marginal payoff
from taking action 1 (versus 0) increases with O for each state. Each game has
two symmetric Nash equilibria: the greatest one, where all players attack the
risky spot (* = 1) and the least one, in which none of players attacks the risky
spot (9" = 0). Players do not observe the state.There is a common prior with
the probability that s = 1 given by 7. For each 7t € [0, 1], again there are two
Nash equilibria: 8* =1 and 3* = 0 of the incomplete information game.

10



Every player has a position on the circle of unit circumference [0, 1). Players at
position O are perfectly informed of the true state and receive a positive signal
if the state is 1. The signal travels along the circle, potentially passing the same
position several times, until it dies at some random time. The mechanism is
analogous to the one used by Rubinstein (1989). When we refer to the number
of signals a player receives, we mean the number the signal passed them by.

Formally, we let C = [0, 1) and v be the uniform distribution. The only relevant
characteristic of a player is their position. We take S = A = {0, 1}. The payoff
function v is given by

Mupa ({0}) if s=0,a=0
= Ot
Mpa ({1} —Lpua({0}) if s=T,a=T,

with ua denoting the A-marginal of p € A, (C x A).

We let T = {0,0} U {1} x [0,00]. The second coordinate denotes the time
when the signal dies. If this time is oo, the signal never dies, a situation
corresponding to common certainty of the state of nature. The function o is
simply the projection onto S. The function T will be defined below.

We assume the time the signal dies follows an exponential distribution (analo-
gous to the geometric distribution used by Rubinstein) with intensity param-
eter o« > 0. The corresponding cumulative distribution function is given for
nonnegative x by

F(x) =1—e **.

The expected time the signal dies is 1/«.

Next, we specify 1. A player’s belief will be fully determined by the player’s
position and the time the signal dies. If a player positioned at i receives no
signal, then either the state of nature is 0 or the state of nature is 1, but the
signal died before reaching i. The conditional probability of latter happening
is given by .
(1 —e &)
T = —.
T—m+ (1 —e &)
The belief of a player who received no signal that the signal died before x

conditional on the state of nature being 1 is given by
1 —e
T —e o

If a player receives at least one signal, then they are certain that the state of

for x € (0,1).

nature is 1. If a player positioned at i receives exactly n > 0 signals, the signal
must have died in the interval (ni,ni + 1). The conditional belief of such a
player that the signal died after ni but before ni + x is given by

‘I _ e*OCX

pp— for x € (0,1).

11



These conditional probabilities are enough to specify the function T.
The following proposition mirrors the central result of Rubinstein (1989).

Proposition 1. The equilibrium in which all players always play O is the only
equilibrium in which everyone who did not observe a signal plays O.

Proof. Suppose there were an equilibrium in which everyone who did not ob-
serve a signal plays 0 but in which action 1 is sometimes played. We say t
is active if the player t mod 1 plays 1 after observing |t| + 1 signals. Let
t* be the essential infimum of all active times. By assumption, t* < oco. Let
i* =t* mod 1. If i* receives |t*| + 1 signals, they know that the only players
that might play 1 are those that that have a larger position and received the
same number or signals or a lower position and received one more signal. The
expected fraction of such players is

1 _ a—ax\ 1 — X
J X L dx:J Xde:
0 1 —e 0 1 —e

1
x
Taking action 1 can only be optimal if M& — (1 — L)& > 0 or, equivalently

ex —1°

We must have, therefore,

But the function

is strictly decreasing on the strictly positive real line has limit 1/2 as « decreases
to 0. So this inequality can never be satisfied. ]

8 Example: Equilibrium uniqueness in global games

We show here that the arguments of Morris, Shin, and Yildiz (2016) for unique-
ness in finite global games in terms of higher order beliefs can be formulated in
our setting; our framework is flexible enough.

In our example, characteristics play no role and are notationally suppressed.
The action space is binary, A = {0, 1} (“noninvest” and “invest”) and the states
of nature is given by S = [—1,2]. We write & for the fraction of players playing
1. Payoff functions are given, by slight abuse of notation, by

v(ia,s,d) =a-(s+3—1).

Under this specification, the game is supermodular. In particular, there is a
largest and a smallest equilibrium, given by \/8: A(T) — A and AS: A(T) —

12



A, respectively, and every rationalizable solution lies in between by Theorem 2.
Since there are no proper characteristics, the extremal equilibria specify what
an agent with a given belief might do. In particular, we are able to discuss when
a belief gives rise to a unique rationalizable action, even in settings in which
not everyone has a unique rationalizable action. This distinction is somewhat
buried when there are only two players but is clear in our setting.

Our game is linear, and we make heavy use of the fact that usually only averages
matter. For example, we let xg = x(B) = [ 0 dB be the expected state under
the belief 3. Also, we let the expected fraction of players with a belief in
E C A(T) under the belief B be given by Fg(E) = [T(E) dB. For each player
with belief (3, the expected fraction of players that are less optimistic about the
state of nature than them is their rank, formally defined as

R(B) = FB({B/ e A(T) |X[3/ < X(g}).

An important role in our uniqueness result will be played by the set beliefs of
players who believe their rank to be close to the median rank. For € > 0, let

URBe = {B € A(T)[1/2—e <R(B) <1/2+¢€}.

Another important set is the set of beliefs for which investing is “e-strictly risk
dominant,” given by

SRD. = {B € A(T) | xp > 1/2+¢}.

Dually,
nSRD, = {[3 e A(T) |xp<1/2— e}.

is the set of beliefs for which noninvesting is strictly risk dominant. Our last
ingredient is suitable (approximate) belief operators and certainty operators.
For reasons we will explain below, we define these operators on A(T). For a
measurable function f: A(T) — R, define a corresponding belief operator by

Bf(E) ={B € E|Fg(E) > f(B)}.
In particular, for f = 1 — x, we have
B «(E)={B €E|Fa(E) >1—x(B)},

and for f = x, we have

Bx(E)={B € E|Fs(E) = x(B)}.

We identify a number p with the corresponding constant function A(T) when
writing By,. For each operator By, we recursively define its iterates by B} (E) =
B¢(E) and B! = B¢(BP(E)), and the corresponding certainty operator by
C¢(E) = N, BF(E). We can use the operators C;_ and Cx to characterize
which actions could be played under a given belief.
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Remark 3. These belief and certainty operators operate on Borel subsets of
A(T) and not on Borel subsets of T, which might seem more natural. Belief
operators usually satisfy an introspection condition. In our framework, there is
no difference between believing that everyone believes something and believing
that everyone else believes something. However, we need the former to hold,
and that is why we define the belief and certainty operators the way we do.
In general, one could define belief operators that operate on both beliefs and
sets of states of the world simultaneously to achieve greater generality. In this
application, there is no need for such generality.

Lemma 3. Investment can be optimal under 3, \/8(p) =1, if and only if B €
Ci_« (A(T)). Similarly, noninvestment can be optimal under 3, A S(B) =0, if
and only if B € Cyx(A(T)).

Proof. We do the first case; the second case is analogous. Indeed, 3 € Bj_« (A(T))
is equivalent to xg > 0, so investment is optimal if everyone else invests too. If
everyone with beliefs in B} | (A(T)) invests, then

B (AM) = {Fa (B (AM)) > 1-x(B)}
contains the beliefs under which investment is optimal. O

Importantly, since every player must either invest or not, investment is uniquely
rationalizable if f & Cy (A(T)), and nonivestment is uniquely rationalizable if

B ¢ B1—x(A(T)).

For a measurable set E C A(T) and € > 0, let
x2*(E) = sup{xg | B € E,xp <R(B) + ¢}

and
x¢,(E) = inf{xp | B € E,xg > R(B) — €.

Here, x%*(E) is the highest value (of the state) for which any type within E has

a value exceeding its rank by at most e. Similarly, x¢, (E) is the lowest value (of

the state) for which any type within E has a rank exceeding the corresponding
value by at most €.

Lemma 4. Let E C A(T) be closed and E C B,(E). Investment is uniquely
rationalizable for any f € E such that

xg > x5, (E).
Similarly, noninvestment is uniquely rationalizable for any 3 € E such that

xp < X1 P (E).
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Proof. Again, we do the first case. By the last lemma, we have to show that the
condition implies p ¢ Cx (A(T)). This is trivially the case if Cx(A(T)) NE =0,
so we can assume that Cy (A(T))NE # (. We show that {xg | B € Cx(A(T))NE}
has a maximum. Since the function  — xp is continuous and A(T) compact,
it suffices to show that C(H) is closed if H is, which reduces to showing that
Bx(H) is closed if H is. This, in turn, reduces to showing that 3 — Fg(H)
is upper-semicontinuous if H is closed, which follows from the Portmanteau
theorem.

So let f be a maximizer of x on Cy (A(T)) NE and X = X4 the corresponding
value. By construction, if xg > %, then 3 ¢ C, (A(T)) N E. If we know that
3 € E, this means 3 ¢ Cy (A(T)) and investment is uniquely rationalizable at
. It suffices, therefore, to show that XT*_p(E) > K.

Moreover,

F, (CX (A(T))) ~F, (CX (A(T)) N E) +F, (cx (A(T)) \ E))

N

F, (cx (A(T)) N E) +Fy(A(T)\E)
=F3 (Cx(AM) NE) + (1 Fy(E))
<Fp(Cx(aM) NE) + (1),

where the last inequality uses that f € E and E C By (E), which implies Fg (E) >

p. Now, using the fact that B is a maximizer, we get
Fa (Cx(AM) NE) +(1—p) <Fg ({B € AT Ixp <&})+(1-p)
—R(B)+ (1—7p).
Note that By (Cx(A(T))) = Cx(A(T)). Since B € Cx(A(T)) and by the above

inequalities:
% =xg <R(B)+(1—p).

We hence have:

%€ {xp | B €AX),xpg <R(B)+(1—p)},

which implies

g <sup{xp|BeExg <R(B)+(1—p)} =x37,(E).
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Proposition 2. If C;_(URB¢) is closed, then investing is uniquely rationaliz-
able for all
B € SRD3. N C1_c(URB¢).

If C1_c(URB¢) is closed, then not investing is uniquely rationalizable for all
B € nSRD, N C1_c(URB¢).

Proof. Since, C1_¢(URB¢) = B1_c(C1_c(URB¢)), by Lemma 4, it suffices to
show that xg > x:*(Cy_¢(URB,)) for all 3 in the relevant intersection.

By definition, C7_¢(URB¢) € URB,. Therefore,

X2*(C1_e (URB¢)) < x2*(URB,) = sup(xg | B € URB,xp < R(B)+e} < 1/2+42e.

Now,
SRD,. = {f) € A(T) |X[3 > ]/2+2€},
S0
B € SRDy N Cy1_¢(URB¢)
implies xg > x£*(C1_e¢(URB¢)) and we are done. O

Remark 4. As mentioned above, we have defined belief and certainty operators
on A(T) instead of T. In our large game model, there is no difference between a
player’s belief about what all players believe and what all other players believe.
In particular, the model doesn’t directly express introspective beliefs; beliefs
about a player’s own beliefs. But it is exactly such introspective beliefs that oc-
cur in the relevant definition. For example, rank beliefs are about how a player
ranks the optimism of their own beliefs relative to the rest of the population.

9 Discussion

In this paper, we have formulated large games of incomplete information and
a suitable notion of interim correlated rationalizability, showed that the model
is not overly restrictive by constructing the canonical type space, and showed
that under strategic complementarities, all rationalizable outcomes are brack-
eted by extremal equilibria. As a byproduct, we have an existence result for
pure-strategy equilibria in large games with nontrivial aggregate uncertainty
and strategic complementarities. The model is flexible enough to subsume tra-
ditional approaches with a common prior, as we do in our coordinated attack
problem, and to adapt interim arguments in terms of beliefs, as we do in our
adaption of the uniqueness result of Morris, Shin, and Yildiz (2016). In this
section, we want to discuss some technical aspects of our approach as well as
some wider applications.
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In our formulation, all players are implicitly negligible and small. There are
applications in which it is natural to have large players such as governments
and central banks, alongside the small players. Including such large players
in the model would require a lot more notation, but would not give rise to
any technical problems. We can embed a large player as an isolated point in
the space of characteristics C. If ¢ € C represents a large player, an element
u € A,(C x A) that represents a feasible joint distribution over types and
actions has to satisfy v(c) = u(c,a) for some a € A (abusing notation, we
identify singletons and their elements here). To show that such conditions give
rise to a closed subset, one can adapt the proof of Levy (2024, Proposition 7.2).
For the construction of the canonical type space, one would need to impose a
familiar introspection condition for large players.

We have assumed that A is compact to ensure that A, (C x A) is compact.
However, we only need that the elements of A, (C x A) supported on the graph
of A are compact. If A is merely Polish but A compact-valued, this holds by
Prohorov’s characterization of relative compactness. If K C C is a compact
set such that v(K) > 1 — ¢, then K x A(K) is compact, because A is upper
hemicontinuous and compact-valued, and w(K x A(K)) > 1 —¢ for all pu €
A (C x A) supported on the graph of A

A more substantive restriction of our model is that it is entirely static. Global
games have been extended to dynamic models such as the dynamic regime
change model of Angeletos, Hellwig, and Pavan (2007). Extending our work to
a dynamic setting would bring new technical and conceptual challenges. On
the conceptual side, dynamic versions of rationalizability usually incorporate
some form of forward or backward induction. On the technical side, dynamic
games make it impossible to ignore probability-zero events completely. The
existence of extremal equilibria in dynamic supermodular games with purely
idiosyncratic uncertainty has been proven by Balbus, Dziewulski, Reffett, and
Wozny (2022). Our approach allows for a much more flexible treatment of
beliefs.

An important ingredient of our model is our model of beliefs, and we think
it should be useful in wider settings. For example, Morris (1995) and Ben-
Porath and Heifetz (2011) provide explicit foundations in terms of beliefs for
competitive equilibria in economies with incomplete information. In particular,
Ben-Porath and Heifetz (2011) study a competitive model with a continuum
of agents. However, they use type spaces with a product structure, and this,
together with the requirement of measurability, imposes economically overly
restrictive type-symmetry conditions on beliefs. Our framework allows for a
much more flexible treatment of beliefs.

There is an extensive literature on the robustness of equilibria to perturbations
of higher-order beliefs; Kajii and Morris (1997) introduced the general program
with ex-ante perturbations and Weinstein and Yildiz (2007) studied interim
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perturbations. In our large player setting, perturbations can relate jointly to
players and hierarchies of beliefs; topologies on individual hierarchies of beliefs
are not sufficient to study perturbations of profiles of hierarchies of beliefs.

10 Appendix 1: Stochastic orderings

Let X be a Polish space and > be a partial order on X with a closed graph. We
can identify X with a closed subspace of A(X) by the embedding x — 5. We
can extend = to all of A(X) by letting p = p/ if [g dpu > [ g dp’ for every
bounded measurable >~-nondecreasing function g : X — R. The following are
equivalent:

Lop=p

2. There exists A € A(X x X) supported on the graph of > such that the first
marginal equals u and the second marginal equals p'.

3. u(U) > u'(U) for every closed set U C X that contains with every element
also all >-larger elements.

4. There exists a probability space and random variables m and m’ defined
on it with values in X such that m has distribution u, m’ has distribution
w’ and m = m’ holds almost surely.

For a proof, see Kamae, Krengel, and O’Brien (1977, Theorem 1). The >
relation is indeed a partial order on all of A(X); see Kamae and Krengel (1978,
Theorem 2) and Kamae, Krengel, and O’Brien (1977, Proposition 3).

If > is an order on X, there is a natural induced partial order on C x X such
that, abusing notation again, (c,x) = (c’,x’) holds exactly when ¢ = ¢’ and
x = x’. We will use this order to define stochastic orders on A, (C x X).

11 Appendix 2: Proofs
Proof of Lemma 1. We first show that the set
D= {K € Ay (C x A(T) x A) ‘ Kk is supported on the graph of S}

is closed. Now TI'(8), the graph of 8, is closed by the closed graph theorem. Let
d be a bounded metric that metrizes C x A(T) x A. Then

r(s) = {(c,8,a) 1 d((c,B,a),T(8)) =0},
It follows that

D= {K € Ay(C x A(T) x A) ‘ Jd(-,F(S)) dK:O}
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and this set is closed as the preimage of {0} under a continuous function. Now
the graph of Dg is

{(t, k) € T x D |k has C x A(T)-marginal T(t)}.

This graph is closed since both the “marginal-mapping” and T are continuous
functions. It follows that Dg is upper hemicontinuous with compact values
since T x A, (C x A(T) x A) is compact. That all values are nonempty is
obvious. O

Proof of Lemma 2. First note that the set
{(c,a,B,u) ECXxAXA(T)xA(T x Ay(C x A(T) XA)))

a € argmax  c) [ v(c, @, 0(0),0(x)) dult, ),
p has T-marginal [3.}

is closed because expected utility is jointly continuous (see for example Alipran-
tis, Glycopantis, and Puzzello (2006)) and the marginal function is continu-
ous. This set is the graph of a correspondence from C x A(T) to the compact
set A x A(T x Av(C x A(T) x A)) and this correspondence is upper hemi-
continuous by the closed graph theorem. Composing with the projection of
A X A(T x Ay (C x A(T) x A)) onto A gives us the correspondence 8o which
is therefore upper hemicontinuos by Aliprantis and Border (2006, Theorem
17.23). Since forward images of compact sets under continuous functions are
compact, 8¢ is compact valued. ]

Proof of Theorem 1. Let a € 8(c, 3). For each positive m, there exists p,, €
A(T X Ay (Cx A(T) x A)) with T-marginal 3, supported on the graph of D,
such that a € argmax . [v(c, a,o(t), d(x)) du(t, k). Since A(T x Ay(C X
A(T) x A)) is compact, there exists a subsequence converging to some p. We
claim that p is supported on the graph of Dg and that

a € argmax g () Jv(c, a, o(t), d(k)) du(t, ).

Indeed, the latter part follows again from the joint continuity of expected utility.

To see that p is supported on the graph of Dg, we note that we only have
to check that the A, (C x A(T) x A))—marginal is supported on the graph of
8. Let Oy be the complement of the graph of 8,. Let pj, and pu* be the
Ay (C x A(T) x A)-marginal of p,, and p respectively. Clearly, p) (O ) = 0 for
n > m. Therefore, 0 = liminf,, 1} (Oy,) > pu*(Om) = 0 by the Portmanteua
theorem. Now |J,, On is exactly the complement of the graph of § and by
countable subadditivity, u*((J,,, Om) = 0.
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Now, if R rationalizes itself, it follows from a simple induction argument that
R(e,B) € 8mlc,B) for all (c,B), so 8 is the largest correspondence that ratio-
nalizes itself. O

For the proof of Theorem 2, we need some preliminary work. We define V :
CxAxA(SxA(CxA)) = Rby

Vi(c,a,k) = Jv(c, a,s,u) dk(s, u).

Lemma 5. The function V is supermodular in A and has increasing differences
in A x A(S x Ay(C x A)).

Proof. Verifying that V is supermodular in A is straightforward. For the rest,
assume that a = a’ and k = A. By the characterization of stochastic dominance
in Appendix 1, there exists a probability space and random variables k and 1
defined on it with values in S x A, (C x A) such that k = 1 almost surely and
such that the distributions of k and 1 are k and A, respectively. By assumption,
we have

v(c,a,k) —v(c,a’,k) > v(c,a,1) —v(c,a’,1)

almost surely. By the change of variables formula for push-forward measures,
the integral of v(c, a,k) —v(c,a’,k) is V(c, a, k) — V(c, a,«) and the integral
of v(c,a,l) —v(c,a’,1) is V(c,a,A) — V(c,a’,A), so the result follows from
integrating the inequality v(c, a,k) —v(c,a’, k) > v(c,a,1) —v(c,a’, 1). O

Lemma 6. For all m, \/8;, and A 8;, are measurable selections of S,

Proof. We do the case of \/ 81, by induction. Note first that for every measur-
able correspondence W whose values are nonempty compact sublattices of A,
the function \/ W is a measurable selection of W, see Van Zandt (2010, Lemma
19).

So \/ 8y is a measurable selection of Sy since the values of A are compact
sublattices of A. Now assume that \/8;, is a measurable selection of 8. Let
(c,B) € CxA(T) and let p € A(TxA,(CxA(T)xA)) have T-marginal B and be
supported on the graph of D,,. We show that o (o, $)~' € A(Sx Ay (CxA))
satisfies

-1
Bo (cr,dm\/sm oT) o (o,¢) .

Solet g: A(S x Ay (C x A)) — R be a bounded measurable function increasing
in Ay(C x A). Let 1y : T — A(A(C x A(T) x A)) be a regular conditional
probability for u. We have

Jg(s, k) dB o <g,¢ o\/8m o T>_] - Jg(c(t), d)(\/Sm*(T(t))>> dp(t)
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and

Jg(s, <) duwo (0,) " = Jg(cttwm) du(t, k)

”g(a(t),q)(.q) dr,, dB.

Since u is supported on the graph of Dy, r.(t) must be supported on the t-
section of this graph for 3-almost all t. It follows that r(t) assigns probability
one to elements of A, (C x A(T) x A) with C x A(T)-marginal t(t) that are
supported on 8, (T(t)) for B-almost all t. But \/ 8y, (t(t)) is at least as large,
e

\/8m ot(t) = «

for v, (t) almost all k. It follows then by integration and the appropriate mono-
tonicity properties of ¢ and g that

—1
JQ(S,K) dBo<0,q)o\/Sm OT) >Jg(s,|<) duo (o,¢p) "

By Lemma 5 and Topkis (1978, Corollary 4.1),

-1
argmaXA(c)V<C,-,f>o(G,d)o\/Sm oT) )

is a complete sublattice and clearly compact. By Van Zandt (2010, Lemma 19),
its supremum, which is a measurable selection and therefore also a measurable
selection of 8,41, is larger than every element of 8, 1. But this means it
must equal \/ 841 and \/ 8141 is a measurable selection of S, 1. ]

Proof of Theorem 2. We do the first case. We first show that \/ 8 is a mea-
surable selection of 8. Indeed, since (S,,) is a decreasing sequence of corre-
spondences with nonempty and compact values, and since \/ 8, is a selection
of §; for each m by Lemma 6, limy, 0 \/ Sm(c, B) exists for all (c, ) and is
an element of 8(c, ). Since \/8m(c,B) is an upper bound of $(c, ) for all
m and the order > on A has a closed graph, \/8(c, ) = limm e V Sm(c, B).
It now follows that \/ 8 is measurable as the pointwise limit of a sequence of
measurable functions. So \/ 8 is a measurable selection of 8.

It remains to show that the strategy profile \/ 8 is a best response to itself.
Since 8 rationalizes itself by Theorem 1, there exists for each (c,3) some p €
A(T x Ay(C x A(T) x A)) with T-marginal  and supported on the graph of
Dg such that

V/8(c,B) € angman o) [vle, (1), &) dult, )

We show that po (0,¢)" " € A(S x Ay (C x A)) satisfies
-1
Bo (cr,cbo\/s 0T> o (0,0) ",
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Solet g: A(S x Ay (C x A)) — R be a bounded measurable function increasing
in Ay(C x A). Let 1y : T — A(A(C x A(T) x A)) be a regular conditional
probability for n. We have

JQ(S,K) dp o (o‘,(bo\/S* OT>_] :Jg<0(t),q}(\/8*(’t(t)))> dp(t)

and

Jg(s, <) diwo (0,) " = Jg(o(t),qa(K)) du(t, &)

:”g(c(t),(p(.q) dr,. dp.

Since p is supported on the graph of Dg, 1. (t) must be supported on the t-
section of this graph for 3-almost all t. It follows that v (t) assigns probability
one to elements of A, (C x A(T) x A) with C x A(T)-marginal t(t) that are
supported on $(t(t)) for B-almost all t. But \/ S(t(t)) is at least as large, so

\/8 o(t) = «

for v (t) almost all . It follows then by integration and the appropriate mono-
tonicity properties of ¢ and g that

1
[ECEETE (cwo\/S w) > [ gls ) duo (0,007
Now, for all a € A(c),
Jv(c, a,o(t), d(k)) du(t, ) = Jv(c, a,)dpo(o,¢) " =V(c,a,po(o,¢p) ")

by the change of variables formula for pushforward-measures. So

\/S(C7 B) € argmaxy ) V(C1 a, o (G) (b)_] )
Let

-1
ac argmaxA(C)V<c,a,Bo (G,d)o\/S o’t> ))

So by Lemma 5, Topkis (1978, Theorem 6.1), and what we have shown above,
—1
a\/\/S(c, B) e argmaxA(C)V<c, a,po (G,d) o\/S OT) ))
Since § rationalizes itself a V' \/8(c,B) € S(c, B). Therefore, \/8(c,B) = aV

\V/ 8(c,B). Since we, trivially, also have a V' \/8(c,B) = V8(c,B), we have
aV'\/8§ =V 8 and therefore

-1
\/S(C,B) € argmaXA(c)V<c, a,po (o,q)o\/g* o't> )),

which shows that \/ 8 is a Bayes-Nash equilibrium. O
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12 Appendix 3: The canonical type space

We define coherent types first for abstract hierarchies while ignoring what these
are about. We let Zy, Z1, ... be a sequence of nonempty Polish spaces and write
Xn = [1k—oZx and Z = [[y_y Zx. A nonempty product space is compact if
and only if every factor space is, so Z is compact if and only if each Zy is. An
abstract type is an element of To = [ [ ; A(Xk—1). The abstract type (5+)%>_;
is coherent if Oy = margy, k1 for all k. We write Ty for the subspace of T;
consisting of all coherent abstract types. The set of Borel probability measures
on a Polish space is compact if and only if the underlying Polish space is.
Consequently, Ty is compact if and only if every Zy is.

Lemma 7. The function x : A(Z) — T; given by

x(8) = (margyx, )%,

is a homeomorphism.

Proof. Clearly, every element of the range of x is coherent by construction. The
continuity of x follows from the continuity of the marginal mappings. Since a
probability measure on a product space is determined by the finite dimensional
marginals (cylinder sets form a 7-system), x is injective. The Kolmogorov
extension theorem, Aliprantis and Border (2006, Theorem 15.26), implies that
X is surjective. The continuity of x ' follows from Bogachev (2018, Corollary
2.4.8). O

For generic (x)%_; € T{, we write b for the unique probability measure mapped
to it by x.

We let S and C be nonempty Polish spaces, v a Borel probability measure on
C and write A, (C x Y) for the set of all probability measures on C x Y with
C-marginal v. We now let Zyp = Xp = S and define recursively

n—1
Zni1 =Av(C X AXg) X -+ X AXn_1)) = Ay (c <[] A(Xo)>.
k=0

We call abstract types in this setting simply types. A type represents an in-
dividual agent’s hierarchy of beliefs on the population distribution of finite
hierarchies of beliefs.

Next, we let Z| = Zy4q for all k and Z’' = [[y_,Z;. T and T, are defined
correspondingly. By Lemma 7, there is a canonical homeomorphism between
A(Z’) and T{. We can exploit the special structure of T, to prove the following:
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Lemma 8. The function
X AV (CxTy) = T

given by

o0

/ —
X' (A) = <margcm}:& A(Xi))\>k:1

is a homeomorphism.

Proof. The proof follows the proof of Lemma 7 almost verbatim, the only
difference is in how one applies the Kolmogorov extension theorem. O

Lemma 8 allows us to identify T, with a population distribution over types.
These types need not be coherent. We want to incorporate the restrictions that
the types are coherent, that they are certain that the population distribution
of types consists only of coherent types, and so on. Dealing with this issue is
the next step. For generic (A )% ; € T{, we write A for the unique probability
measure mapped to it by x’. For a measurable set E C T, let

B(E) = {(M)p2; € T{ [A(C x E) =1}
If E is closed, so is B(E). We can now recursively define T, for positive n by
To = {8051 €T1 15(S x B(Ty1) =1}
and let T =, Tn-
Lemma 9. The set T, is nonempty, closed, and

T, = {<zsk>§°:1 €Ty 15(S % B(Tx)) = 1}.

Proof. We first show that (T,,) is a decreasing sequence. Clearly, Ty D T; are
closed sets. Since B is an increasing operator that maps closed sets to closed

1} -
{<5k>$:1 €Ty 5(S x B(Th_1)) = 1} — T,

Consequently, we have for each (8x)%° ; € Too that 5(S x B(Tn)) = 1 holds for
all n and, therefore, also §(S x B(Ts)) = 1. Conversely, 5(S x B(Ts)) =1
implies trivially that 6(8 X B(Tn)) =1 for all n. This gives us the equality

sets, Th—1 2 T, implies

Toiy = {<5k>§;1 €Ty |5(S x B(Tn))

Too = {<5k>i":1 €T 18(S % B(Tw)) = 1},

Also, Ty, is closed as an intersection of closed sets. To see that T, is nonempty,
take some s € S and replace S by the singleton {s}. For the resulting model,
there is a single hierarchy in Ty, which is trivially in every T,, even for the
original S. O
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Proposition 3. T is the homeomorphic image of A(S x Ay (C x Too)) under the
mapping given by
o x (o (ids,x') 7).

Proof. By Lemma 9, Ty is the homeomorphic image of A(S X B(Too)) under ¥
and, by definition,

B(Too) = {{(Ak)pz; € T{ IA(C x Too) =1},

so B(T) is the homeomorphic image of A, (C x Ty ) under x’. O

We use these results to construct a particular type space. Let T* =S x A, (C x
T ) and let 0* : T* — S be the projection onto S. Finally, let t* : T* — A, (C x
A(T*)) be the composition of the inverse of the homeomorphism defined in the
statement of Proposition 3 with the projection onto the second coordinate. We
call (T*, 0*,1*) the canonical type space. Note that o* and t* are continuous,
and T* is compact whenever S is.
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